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ABSTRACT

Purpose: The present study aims to apply soft computing techniques, Artificial Neural 
Network (ANN) and M5P model tree, to predict the ultimate bearing capacity of the H plan 
shaped skirted footing on the sand
Design/methodology/approach: A total of 162 laboratory test data for the regular 
plan shaped (square, circular, rectangular, and strip (up to L/B = 2.5) skirted footing were 
collected from the literature to develop the soft computing-based models. These models 
were later modified for the H Plan shaped skirted footing with the introduction of the 
multiplication factor. The input variables chosen for the regular plan shaped footings were 
skirt depth to width of the footing ratio (Ds/B), friction angle of the sand (�), the ratio of the 
interface friction angle-to-friction angle of sand (δ/�), and length-to-width (L/B) ratio of the 
footing. The output is the bearing capacity ratio (BCR, a ratio of the bearing capacity of the 
skirted footing to the bearing capacity of un-skirted footing).
Findings: Sensitivity analysis was carried out to see the impact of the individual variable 
on the BCR). The sensitivity results reveal that the skirt depth to width of the footing ratio 
is the primary variable affecting the BCR. Finally, the performance of the developed soft 
computing models was assessed using six statistical parameters. The results from the 
statistical parameters reveal that model developed using ANN was performing superior to 
the one prepared using M5P model tree technique for the prediction of the ultimate bearing 
capacity of H plan shaped skirted footing on sand.
Research limitations/implications: The model equations are developed with 
experimental laboratory data. Hence, these equations need further improvement by using 
field data. However, until now there no field data have been available to include in the 
present data set.
Practical implications: These proposed model equations can be used to predict the 
bearing capacity of the H-shaped footing with the help of Ds/B, �, δ/� and L/B without 
performing the laboratory experiments.
Originality/value: There is no such model equation that was developed so far for the 
H-shaped skirted footings. Hence, an attempt was made in this article to predict the bearing 
capacity of the H-shaped footing by using available experimental data with the help of soft 
computing techniques.
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1. Introduction 

 
Structural skirts attached to the regular plan shaped 

footing are an alternative method for improving the bearing 
capacity and reducing the settlement. Regular plan shaped 
skirted footings (square, circular, rectangular, and strip) 
were extensively used for the offshore structures as their 
installation is easy in comparison to the deep footing [1-8]. 
But due to economic and architectural reasons under certain 
circumstances, the footing with different geometries such as 
E, T, and H shape in the plan are required. Such footings 
were termed as multi-edge footings [9]. Laboratory tests on 
the multi-edge footings without skirt were performed by [9] 
and reported that the bearing capacity of the multi-edge 
footings was slightly greater than the bearing capacity of the 
square footing of the same width. A study on the multi-edge 
H shaped footing with and without a skirt on the sand was 
reported by [10] by varying the relative density and the 
normalized skirt depth from 30 % to 60 % and 0.25 to 1.5 
respectively and confirmed the findings of [9] concerning 
multi-edge footing without a skirt. In order to determine the 
bearing capacity of such types of footings, the researchers 
are resorting to experimental investigations as no bearing 

capacity equation in literature is available for such types of 
footings. But generating the data by conducting the 
experiments is very expensive. An alternative approach can 
be to build a mathematical model to understand the 
relationships among the various variables by calibrating and 
fitting the experimental data generated. The power of soft 
computing techniques for storing, learning and capturing the 
complex connection amongst the various variables without 
any preceding expectations about the bearing capacity ratio 
makes the soft computing techniques a superior alternative 
for modeling. Hence, the paper presents the application of 
soft computing techniques (ANN and M5P model tree) to 
model the behavior in terms of the bearing capacity ratio of 
such unconventional H plan shaped multi-edge skirted 
footing. The schematic of the soft computing techniques and 
the simple M5P model tree is shown in Fig. 1 (a) and (b) 
respectively. Hence, in the present paper, the correlation for 
the H shaped skirted footing was proposed in terms of the 
bearing capacity of regular shaped skirted footings with the 
use of soft computing techniques (ANN and M5P model 
tree). It will help the researchers to calculate the bearing 
capacity of such unconventional H plan shaped multi-edge 
skirted footing.  

 

 
 

Fig. 1. Simplified illustration of the soft computing techniques and the simple M5P model tree 
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2. Background 
 
Soft computing techniques such as ANN was initially 

applied in Geotechnical engineering by [11] in the early 
1990s. Many researchers in the past have successfully 
applied the soft computing techniques to model the 
geotechnical engineering problems such as slope stability 
and landslides [12], shear strength parameters and stress 
history [13], soil swelling and soil pressure [14], site 
characterization [15], lateral earth pressure [16], soil 
permeability [17], settlement [18-21], ultimate bearing 
capacity of regular plan shaped footing [22-29], ultimate 
bearing capacity of regular plan shaped footing (circular and 
square) with skirt [30-31] and ultimate bearing capacity of 
multi-edges footings without skirt using artificial neural 
network [9]. Similarly, the application of these techniques 
was explored in the other field of civil engineering by [32-
41]. The literature presented above indicates that the soft 
computing technique such as ANN has been extensively 
used to model the bearing capacity of the regular plan shaped 
footings (with and without a skirt) and multi-edge footing 
(without a skirt). But no study is available for the 
unconventional H shaped skirted footing till date. The same 
is attempted in the present study. In this regard, the data for 
the regular shaped such as square, circular, rectangular and 
strip (up to L/B = 2.5) skirted footing was collected from the 
published literature. Using this data the ANN model to 
predict the bearing capacity ratio (BCR) was first developed. 
The various input variables used were non-dimensional skirt 
depth (Ds/B), friction angle of the sand (ratio of interface 
friction angle to the friction angle of the sand () and 
length to width (L/B) ratio were considered as input 
variables with bearing capacity ratio as an output. This 
model for the BCR for the regular plan shaped skirted 
footings was later modified to predict the bearing capacity 
ratio of the H plan shaped multi-edge skirted footing with 
the introduction of the multiplication factor.  

 
 

3. Soft computing techniques 
 
3.1. Artificial Neural Network 
 

ANN, initially introduced by [42], is the branch of 
artificial intelligence. ANN tries to imitate the nervous 
system and the function of the human brain. ANN modeling 
can differentiate complex nonlinear connections amongst 
the input and the output variables without any preceding 
expectations. Further, the ANN can use the raw data (input) 
without any need for manipulation or pre-processing which 

makes the ANN more useful and less costly in comparison 
to the conservative techniques. An ANN is required to be 
trained before making any interpretation of the new 
information for which many algorithms were available in the 
literature. Among them, a feed-forward backpropagation 
algorithm is the utmost versatile [21,24,25,31,32,34] and 
efficient for the multilayer neural network. The back-
propagation (BP) algorithm contains interconnected layers 
(input, hidden, and output).  The output of the neuron or the 
node of the input layer was sent to a node in the hidden layer 
as an input, and the output of the neuron or the node of the 
hidden layer was sent finally to the output layer. The number 
of neurons in the hidden layers and the number of hidden 
layers are dependent on the problem in hand. Hence, 
researchers have resorted to a cumbersome trial and error 
procedure. All nodes (excluding the input layer) in the BP 
network were having an activation function and a bias node. 
The bias contains constant input. The activation function 
filters the summed output. Activation functions in ANN 
were used based on the objective. Computed vectors of the 
output corresponding to the solution of the problem, were 
created by the output layer. Typically, the input/output data 
were represented as vectors (named as training pairs). For 
the training pairs in the data, the process continues until the 
network error gets congregated to a brink which is defined 
using an error function (RMSE, root mean square error). The 
jth neuron is linked to several inputs in the hidden layer as: 

 (1) 

Within the hidden layer, the net input (equation 2) will be: 

 (2) 

where: 
xi denotes the input units,  
yij signifies the weights on the connection of the ith input and 
jth neuron,  
zj represents the bias node (optional) and  
n stands for the number of input variables.  

Logarithmic sigmoid function (equation 3) was used to 
calculate the output from the hidden layer: 

 (3) 

where:  
Sj = input variables, 
m = steepness constant,  
the whole input to the kth variable will be as per equation 4. 
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where:  
zk signifies the bias node,  
yjk denotes the weight between the jth neuron and the kth 
output. 

The entire output from the kth variable will be as per 
equation 5. 

  (5) 

ANN uses weights and brinks to calculate its output. 
After this, a comparison is attempted between the desired 
output and the actual output. The error in the layer k 
corresponding to any output will then be calculated as per 
equation 6. 

 (6) 
where:  
tk signifies the predicted output,  
Sk means the targeted output.  

The total error has been calculated using equation 7. 
  (7) 

The training aimed to achieve optimal weights for the 
neural network as per equation 8 to reduce the error. 

 (8) 

where, 
F and  represent the error function and the learning rate 
respectively. 

For the (n+1)th iteration, the updated weights were 
calculated as per equation 9.  

 (9) 

An identical procedure was adopted for connecting the 
hidden and the output layer. Further, during the training 
(input to the hidden and hidden to the output layer) of the 
network, the above procedure was repeated. A single step in 
the whole training pattern is known as an iteration. Hence, 
the number iterations are repeated to reach (an error is within 
a specified limit) the required output. 
 
3.2. M5P model tree 
 

M5P model tree proposed by [43] is based on a binary 
decision tree. This binary decision tree at the leaf node is 
having a series of linear regression functions. The divide and 
conquer technique was used to create a tree-based model. 
Model tree generation was carried out in two different 
stages. A decision tree was created in the first stage by 
splitting the data into subsets. These subsets were created 
based on the standard deviation of the class value, which 
reaches the node as a measure of the error. Then the expected 

reduction in the error is calculated. The formula reported by 
[43,44] for the standard deviation reduction (SDR) was used 
to define the reduction in the error as per equation 10.  

 (10) 

where: 
T signifies a set of examples which reach the node, 
Ti means a subset of examples which have the ith outcome of 
the potential set, 
sd signifies the standard deviation. 

To make the node purest, the splitting process forces the 
child node to have a smaller value of the standard deviation 
in comparison to the parent node. After examination of all 
the possible splits and to maximize the expected error 
reduction, the M5P model tree chooses the split. 
 
4. Data collection 

 
A total of 162 numbers of data for the regular plan 

shaped footings on the sand was collected from the 
published literature [1-9] for the calculation of bearing 
capacity ratio. Collected data both for training and testing 
are given in Table 1 and Table 2 respectively. Further, the 
bearing capacity of the regular plan shaped footings with 
skirt depends on the skirt depth to width of the footing (Ds/B) 
ratio, angle of friction (ϕ) of the sand, the ratio of the 
interface friction angle to the friction angle of the sand (), 
and length-to-width (L/B) ratio. Therefore, a model was 
developed considering all the four variables as input, 
whereas the output was the bearing capacity ratio (BCR) 
which is defined as:  

BCR=  (11) 

where: 
= Bearing capacity of skirted footing, 

= Bearing capacity of unskirted footing. 

 
Table 1. 
Range of the data for regular-shaped skirted footings for 
training 
Input 
parameters 

Total data set 
Min. Max. Avg. Standard deviation 

 33.02 46.00 39.29 3.57 
Ds/B 0.00 2.00 0.57 0.52 
L/B 1.00 2.50 1.37 0.51 
 0.59 1.00 0.76 0.16 
BCR 1.00 6.25 1.98 1.03 

 k kS f N

1 k kv t S 

 2

1
0.5

n

k k
k

F t S


 

jk
jk

Fy
y


 

    
 



     1jk jk jkw n w n w n  

   i
i

T
SDR sd T sd T

T
 

  

  

, / , / , /

, / , /

sk Ds B L B

su L B

q

q
  

  

  , / , / , /sk Ds B L B
q

  

  , / , /su L B
q

  

3.2.  M5P model tree

4. Data collection

http://www.archivesmse.org
http://www.archivesmse.org


66

T. Gnananandarao, V.N. Khatri, R.K. Dutta

Archives of Materials Science and Engineering RESEARCH PAPER
 

Table 2. 
Range of the data for regular-shaped skirted footings for 
testing 
Input 
parameters 

Total data set 
Min. Max. Avg. Standard deviation 

 33.36 46.00 38.01 6.37 
Ds/B 0.00 2.00 0.65 0.51 
L/B 0.51 2.50 1.42 0.55 
 0.15 1.00 0.76 0.17 
BCR 0.88 4.64 2.06 0.97 

 
The developed model was evaluated using six statistical 

parameters: correlation coefficient (r), coefficient of 
determination (R2), mean square error (MSE), root mean 
square error (RMSE), mean absolute error (MAE), and mean 
absolute percentage error (MAPE). 
 
5. Development of ANN model 

 
Connection weights were generated on completion of the 

training of the network. Further, the mean square error 
(MSE) and the coefficient of determination (R2) were 
significantly influenced by the number of neurons in the 
hidden layer. A variation of the number of neurons in the 
hidden layer and the MSE is shown in Figure 2. This figure 
reveals that up to the 8 numbers of neurons in the hidden 
layer, the MSE decreased and R2 increased beyond which 
the trend was reversed. Keeping this in view, the neural 
network structure was finalized using 4 input layers – 1 
hidden layer (with 8 hidden layer neuron) – 1 (output layer). 
ANN architecture through the diagram is shown in Figure 3.  
The mean square error is defined 
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where BCRi, BCR  and BCRF are the experimental, average 
of the experimental and predicted BCR, respectively; and n 
is the number of training data. An open-source WEKA 
software was used for modeling. 

The next step in the ANN is to fix the number of 
optimum iterations. For this, the MSE was calculated for 
each lift (containing 10 iterations) and continued up to 250 
numbers of iterations and the same was presented in Figure 4. 
 

 
 
Fig. 2. Estimation of the optimum number of hidden layer 
neurons 

 

 
 

Fig. 3. Architecture of the ANN model 
 
The study of Figure 4 reveals that at about 160 numbers of 
iterations, there is not much change in the MSE and the plot 
becomes parallel to a horizontal axis. Hence, 160 numbers 
of iterations were considered optimum for modeling. The 
BCR obtained from the neural network was compared with 
the actual BCR to verify the prediction accuracy of the ANN 
model. The comparison between the BCR estimated from 
the ANN, and the actual BCR for the training and the testing 
data were presented in Figures 5 and 6 respectively. Study 
of Figures 5 and 6 reveal that the calculated values of the 
coefficient of determination (R2) were found to be 0.904 and 
0.873, respectively, for the training and the testing data. 
Further, the accuracy of the developed model was assessed 
with other statistical parameters (correlation coefficient (r), 
MSE, RMSE, MAE and MAPE) for the training and the 
testing data which were tabulated in Table 3. 

5. Development of ANN model
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Table 3.  
Statistical parameters for ANN model 

Statistical parameters Training Testing 
r 0.99 0.99 
R2 0.90 0.87 
MSE 0.09 0.10 
RMSE 0.30 0.31 
MAE 0.20 0.20 
MAPE, % 10.41 11.03 

 

  
 

Fig. 4. Estimation of optimum iterations 
 

 
 
Fig. 5. Comparison between actual BCR with the one 
predicted from ANN for the training data 
 

Table 3 reveals that all the statistical parameters were 
within the permissible range (readers may refer to [31] for 
the range of statistical parameters). After simulating the 
model for the optimal conditions, a matrix of the connection  
 

 
 
Fig. 6. Comparison between actual BCR with the one 
predicted from ANN for the testing data 
 
weights between the input layers to hidden layer [xji], hidden 
layer to the output layer [yjk], input bias [zj] and the output 
bias [z0] were presented in equations 16 to 20 below. 
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  (16) 

 
1.13 1.57 1.44 0.94
0.25 3.78 1.23 0.73
0.66 1.10 0.18 4.75
1.23 0.54 0.57 6.55
0.80 0.80 1.27 0.30
0.07 0.20 0.70 0.32
0.06 0.43 0.68 0.38
2.51 3.29 1.15 0.19

  


 
  
  

 
 
 
 
 
   
 
 
 

 




 (17) 
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where:  
[xji] = weight between jth neuron of the hidden layer and ith 

neuron in the input layer;  
[yjk] = weight between the kth layer of output neuron and jth 

neuron in the hidden layer; 
[zj] = jth neuron of the hidden layer bias;  
[z0] = output layer bias. 

Therefore, it can be concluded that the neural network 
was trained properly and can be used to predict with 
reasonable accuracy. 
 
5.1. Sensitivity analysis  

 
This part of the study discusses the contribution of the 

individual variables on the bearing capacity ratio (output) by 
performing the sensitivity analysis. For this purpose, the 
methods (based on weight configuration) reported by 
[44,45] were used. In the first method [43], the connection 
weights of each of the hidden neurons in the hidden layer 
were divided into components. These components were 
associated with each input neuron. In the second method 
[45], the sum of the product of the final weights of the 
connections (input neuron to hidden neurons and hidden 
neurons to output BCR) for all the input neurons is 
calculated. The contribution of the individual variable 
corresponding to a given input is computed using Equation 

21 and 22 for the first [44] and the second [45] methods 
respectively.  
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where:  
xij = connection weight between the hidden neuron j and the 

input neuron i;  
yjk = connection weight between the output neuron k and the 

hidden neuron j;  
h = sum of the connection weights between the hidden 

neuron j and the N input neurons; 
Qik = percentage of influence on the output Ok due to input 

variable Ii concerning the remaining input variables in a 
way that the sum of Qik provides a value of 100% for all 
the input variables. 

1

h

j jk k
k

IR x x


                         (22) 

where:  
xjk = connection weight between kth neuron of the hidden 

layer and  jth input variable;  
xk = connection weight between the single output neuron and 

the kth neuron of a hidden layer;  
IRj = relative importance of the jth neuron in the input layer 
h = number of neurons in the hidden layer. 

The relative influence of the individual variable on 
bearing capacity ratio (output) using Equation 21 and 22 was 
shown in Figure 7.   

 
 
Fig. 7. Sensitivity analysis of the bearing capacity ratio 
following [44,45] method 
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Study of Figure 7 reveals that the Ds/B is significantly 
influencing the BCR (output). The other input variables 
( and L/B) were the next in this order affecting the 
BCR (output) using both the methods [44,45]. Thus, it is 
concluded that performing sensitivity analysis is an effective 
way to physically connect the input variables with the BCR 
(output). 

 
5.2 Proposed model equation using ANN 
 

After obtaining the final trained weights, a model 
equation was proposed in this section as per [46,47]. Taking 
into account the weights and biases given by equations (16)-
(20), the ANN model takes the following form: 

  

  

, / , / , /
0
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n jk n ji i
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q
BCR f z y f x E
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   (23) 

where:  
h = number of neurons in a hidden layer which is equal to 8 

in this case  
Ei = normalized inputs in the range of 0 to 1. 
fn = Activation function 
n = number of input variables  

The following steps [A1-A8 and B1-B8 uses Equations 
(24-31) and (32-39) respectively] were carried out for the 
development of the model equation using ANN. The final 
expression obtained was as per equation (40). This equation 
(40) provides a normalized BCR. Equations (41) and (42) 
provide the output BCR in de-normalized form. 
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After de-normalization 
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Based on the data collected from the literature, a model 
equation using ANN is proposed (Equation 42). This 
equation can be used to determine the ultimate bearing 
capacity of the regular plan shaped skirted footing on the 
sand. Figure 8 shows the comparison between the bearing 
capacity ratio (Equation 1) and the bearing capacity ratio 
obtained using ANN (Equation 42).  

 

 
 
Fig. 8. Comparison between actual BCR and the one 
predicted using ANN 

5.2.  Proposed model equation using ANN
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This figure reveals that the deviation between the 
predicted and the actual BCR using ANN was ± 10%. 
Therefore, the ANN can be effectively used for the 
prediction of the bearing capacity ratio of the regular plan 
shaped skirted footings. 
 
6. Model development using M5P model 
tree 
 

The equation for the BCR of the regular plan shaped 
skirted footing on sand using another soft computing 
technique (M5P model tree) was also developed, which is 
shown below as an equation 43. 

 
  

  

, / , / , /

, / , /

1.75 1.66 9.64 7.35 1.61
sk Ds B L B

su L B

q Ds LBCR
q B B

  

  




 
        
 
    (43) 

 
The actual BCR versus predicted BCR plots were shown 

in Figure 9, and the statistical parameters (r, R2, MSE, 
RMSE, MAE, and MAPE) were calculated and presented in 
Table 4. The study of Figure 9 and Table 4 reveals that the 
M5P model tree can predict the ultimate bearing capacity of 
the regular plan shaped skirted footing on the sand with 
moderate accuracy.  
 

 
 
Fig. 9. Comparison between actual BCR and the one 
predicted using M5P model tree 

 
Table 4.  
Statistical parameters for the M5P model tree 

r R2 MSE RMSE MAE MAPE, % 
0.86 0.72 8.92 2.99 2.30 27.65 

7. Comparison of developed models 
 
To determine the bearing capacity of a regular plan 

shaped skirted footing in terms of BCR using ANN and M5P 
model, tree techniques were developed. The statistical 
parameters for the ANN model such as r, R2, MSE, RMSE, 
MAE and MAPE for ANN model were 0.99, 0.90, 0.09, 
0.30, 0.20 and 10.41; 0.99, 0.87, 0.10, 0.31, 0.20 and 11.03 
for the training and the testing data respectively. Similarly, 
the statistical parameters such as r, R2, MSE, RMSE, MAE, 
and MAPE for the M5P model were 0.86, 0.73, 8.92, 2.99, 
2.30, and 27.65 respectively. These results reveal that the 
accuracy of the ANN model is superior to the one obtained 
using the M5P model tree technique.  

 
8. Correlation between the BCR of regular 
and H plan shaped skirted footing on  
sand  

 
To develop the multiplication factor (MF) for the H plan 

shaped skirted footing, [10] conducted laboratory plate load 
tests in a test tank (made with perspex sheet with dimensions 
700 mm x 450 mm x 600 mm) to determine the bearing 
capacity of the H plan shaped skirted footing (made of mild 
steel with a thickness of 10 mm) on the sand by varying the 
relative density, and the skirt depth using a test setup as 
shown schematically in Figure 10. 

 

 
 

Fig. 10. Test setup 
 
The H shaped skirted footing with different skirt depths 

is shown in Figure 11. For more details on the properties of 
the sand, sand placement procedure, insertion of footing, and 
other experimental details, readers may refer to [10]. The 
experimental data generated in this study was reported in 
[10] for the range of 0.60 to 0.99 and was tabulated in 
Table 5. This data was used to develop the multiplication 
factor (MF) to be multiplied with the BCR of the regular plan 
shaped skirted footing to arrive at the bearing capacity ratio 
 
 

6.  Model development using M5P model 
tree

7.  Comparison of developed models

8.  Correlation between the BCR  
of regular and H plan shaped  
skirted footing on sand 
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Table 5.  
Bearing capacity ratio for the H plan shaped footing with and without skirt (after [10]) 

Ds/B 
Bearing capacity ratio at a relative density of 

30 % 40 % 50 % 60 % 
 = 0.60  = 0.96  = 0.61  = 0.99  = 0.61  = 0.98  = 0.65  = 0.97 

0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
0.25 1.56 1.50 1.51 1.42 1.45 1.33 1.35 1.28 
0.5 1.95 1.87 1.87 1.74 1.76 1.61 1.66 1.53 
1 2.83 2.54 2.54 2.34 2.41 2.16 2.17 2.05 

1.5 3.56 3.16 3.17 2.86 2.97 2.64 2.70 2.41 
 

 
 

Fig. 11. H shaped skirted footing 
 
of the H plan shaped skirted footing on the sand. The 
governing equations (Equations 44 and 45) for the ANN and 
M5P model tree are shown below.   
 
  

  
   , / , / , /

, / , /

0.5 1 5.25 1
sk Ds B L B

H ANN
su L B

q
BCR BCR MF

q
  

  

 
         
   (44) 
 
  

  

, / , / , /
5

, / , /

1.75 1.66 9.64 7.35 1.61
sk Ds B L B

H M P
su L B

q Ds LBCR MF
q B B

  

  




                   (45) 
 
To obtain the multiplication factor for the H plan shaped 

skirted footing on the sand, the BCRH of the H plan shaped 
footing was correlated to the bearing capacity ratio predicted 
from the ANN and M5P model tree and the multiplication 
factor obtained from this analysis was 1.06 and 1.09 
respectively.  

The BCRH versus BCRH_ANN plot is shown in Figure 12. 
Similarly, for the M5P model tree, the BCRH versus 

BCRH_M5P plot is shown in Figure 13. Study of the Figures 
12 and 13 reveal that the R2 for the BCRH for the proposed 
ANN and M5P model for the H plan shaped skirted footing 
were 0.945 and 0.786, respectively. Hence, it can be 
concluded that the multiplication factor obtained using ANN 
is more accurate in comparison to the one obtained from the 
M5P model tree technique.     

 
 

Fig. 12. Experimental BCRH versus predicted BCR H_ANN of 
the H plan shaped skirted footing  

 

 
 

Fig. 13. Experimental BCRH versus predicted BCR H_M5P of 
H plan shaped skirted footing  
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9. Conclusions 
 
The present work is aimed at developing the model 

equation for the non-dimensional bearing capacity ratio of the 
regular plan shaped skirted footing on sand using artificial 
neural networks and M5P model tree techniques. To obtain 
the model equations, the independent variables used were 
skirt depth to width of the footing ratio (Ds/B), friction angle 
(ϕ) of the sand, the ratio of the interface friction angle-to-the 
friction angle of the sand (), and length-to-width (L/B) 
ratio of the regular plan shaped footing. The developed 
equation of the bearing capacity ratio for the regular plan 
shaped skirted footing was correlated to the bearing capacity 
ratio of the H plan shaped skirted footing using artificial 
neural network and M5P model tree technique and the 
following conclusions are put forward.  
1. The comparison of the plots (actual versus predicted) 

concludes that the errors are distributed along the line of 
equality in the artificial neural network model. In 
contrast, the error distribution for the M5P model tree 
was little away from the line of equality. Hence, it is 
concluded that the prediction using a neural network 
model is more accurate in comparison to the one 
developed using the M5P model tree technique. The 
same is also evident from the statistical parameters (r, R2, 
MSE, RMSE, MAE, and MAPE).    

2. The sensitivity analysis was conducted using the weights 
(generated during the development of the ANN model), 
to study the influence of the input variables on the output 
bearing capacity ratio. It is concluded that the influence 
of skirt depth to width of the footing ratio (Ds/B) was 
highest, ie. 53.53%, followed by friction angle (of the 
sand (25.35%).  

3. Model equations developed to determine the BCR of 
regular plan shaped skirted footing on sand using 
artificial neural networks and M5P model tree technique. 
These developed equations were further correlated 
BCRH of the H plan shaped skirted footing with a 
multiplication factor of 1.06 and 1.09, respectively.  
On the whole, the paper has attempted to provide insight 

into the application of the soft computing techniques to 
predict the bearing capacity ratio of the H plan shaped 
skirted footing on the sand. It will help in the calculation of 
the bearing capacity of such unconventional geometry which 
otherwise requires expensive experimentation.  
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